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A B S T R A C T

Cognitive and neuroimaging evidence suggests that episodic and semantic memory—memory for autobio-
graphical events and conceptual knowledge, respectively—support different aspects of creative thinking, with a
growing number of studies reporting activation of brain regions within the default network during performance
on creative thinking tasks. The present research sought to dissociate neural contributions of these memory pro-
cesses by inducing episodic or semantic retrieval orientations prior to performance on a divergent thinking task
during fMRI. We conducted a representational similarity analysis (RSA) to identify multivoxel patterns of neural
activity that were similar across induction (episodic and semantic) and idea generation. At the behavioral level,
we found that semantic induction was associated with increased idea originality, assessed via computational
estimates of semantic distance between concepts. RSA revealed that multivoxel patterns during semantic in-
duction and subsequent idea generation were more similar (compared to episodic induction) within the left
angular gyrus (AG), posterior cingulate cortex (PCC), and left anterior inferior parietal lobe (IPL). Conversely,
activity patterns during episodic induction and subsequent generation were more similar within left para-
hippocampal gyrus and right anterior IPL. Together, the findings point to dissociable contributions of episodic and
semantic memory processes to creative cognition and suggest that distinct regions within the default network
support specific memory-related processes during divergent thinking.
1. Introduction

Creative thinking is a complex process that incorporates components
of attention, cognitive control, and memory (Benedek and Fink, 2019).
An increasing amount of research has focused on the role of memory,
with several studies aiming to characterize contribution of semantic and
episodic memory retrieval to creative thinking. Semantic memory refers
to the memory system that stores facts and knowledge independent of
time and context, whereas episodic memory refers to the memory system
that stores autobiographical memories that depend on time and context
(Tulving, 1972).

Semantic memory is thought to support creative thinking by
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imaging studies (Beaty et al., 2016; Benedek and Fink, 2019). These
studies highlight activation within regions of the brain’s default network,
a large-scale system that supports aspects of both episodic and semantic
memory retrieval (Kim, 2016; Marron et al., 2018). Yet because the
default network contributes to either or both types of memory retrieval,
the extent to which activity of the default network during creative task
performance reflects episodic or semantic processing remains unclear.

In the present research, we sought to dissociate episodic and semantic
contributions to creative idea production by inducing either an episodic
or semantic retrieval orientation prior to performance on a divergent
thinking (DT) task (cf. Abraham et al., 2019; Madore et al., 2015). Pre-
vious studies directly comparing neural activation related to semantic
and episodic memory have shown how they relate to different brain re-
gions (Ranganath and Ritchey, 2012; Wiggs et al., 1998). Examining the
effects of different memory inductions on DT—the frequently used
method to measure creative thinking requiring the production of novel
ideas in response to open-ended prompts (Acar and Runco, 2019; Runco
and Acar, 2012)—can advance our understanding of how memory sys-
tems support creative thinking.

2. Semantic memory and creative cognition

Several classic and recent theories on creativity acknowledge the
contribution of connecting weakly related (or further apart) concepts in
semantic memory in the creative process (Beaty et al., 2014; Benedek
et al., 2012; Mednick, 1962; Schilling, 2005; Smith and Ward, 2012;
Volle, 2018). Yet, due to the challenge of representing semantic memory
and measuring semantic distance, the relationship between semantic
distance and creativity has not been thoroughly investigated (Kenett,
2018a, 2018b). Recent developments in computational network science
methodology have shed light on the cognitive architecture of semantic
memory (Siew et al., 2019), methods that are increasingly being applied
in creativity research (Kenett and Faust, 2019).

For example, Marupaka et al. (2012) propose that novel semantic
combinations arise from a ‘small-world’ network structure—a network
structure in which concepts are highly connected and ‘closer’ to each
other in a theoretical semantic space (see also Oltețeanu and Schultheis,
2017). Such work provides support from computational modelling to the
early theoretical framework of Mednick (1962), who proposed that in-
dividual differences in creativity are related to variation in the structure
of semantic memory. Along these lines, recent empirical studies have
found that higher creative individuals are characterized by a more
’flexible’ (higher connectivity and shorter distances between concepts)
semantic memory network architecture (Benedek et al., 2017; Kenett
et al., 2014; Kenett et al., 2016). According to Kenett and colleagues, this
architecture may facilitate efficient retrieval of semantically distant
concepts within a network, thus increasing the likelihood of establishing
remote conceptual combinations when solving creative problems (Hass,
2016, 2017b; Kenett et al., 2014, 2016; Kenett and Austerweil, 2016).

A critical notion in theories on the role of semantic memory in cre-
ative thinking is semantic distance. This is based on the notion that the
farther one moves away from a concept in a semantic memory space, the
more novel or creative this new concept will be (Kenett, 2018a, 2019). A
key feature of DT is moving away from conventional to more distant,
weakly related responses (Acar and Runco, 2019; Hass, 2017a, 2017b;
Runco and Acar, 2012). In the alternate uses task (AUT) of DT, for
example, participants are asked to think of unusual uses for common
objects; responses are often scored for their degree of divergence, such as
uncommonness or cleverness. Beaty et al. (2014) found that DT is related
to increased semantic distance between concepts generated during a
verbal fluency task, suggesting that more creative participants may
represent concepts differently (i.e., more distantly) in semantic memory.
A popular computational method to represent semantic distance in
creativity research is through Latent Semantic Analysis (LSA; Landauer
and Dumais, 1997; Landauer et al., 1998). LSA computes a
high-dimensional word co-occurrence space in which the probability of
2

pairwise co-occurrences is used as a proxy for semantic similarity. Recent
studies have shown how LSA-distances correlate positively with indi-
vidual differences in creative ability (such as performing artists) and how
explicit instructions to generate creative responses increases the dis-
tances of these responses (Gray et al., 2019; Heinen and Johnson, 2018;
Kenett, 2019).

Semantic distance effects in creativity have also been examined
through tasks that aim to measure ‘conceptual expansion’, i.e., the ability
to ‘expand’ a concept’s meaning to include unusual associations
(Abraham, 2014). Such tasks involve expanding the meaning of concepts,
either passively (evaluating) or actively (generating), by measuring how
participants process stimuli that vary with respect to unusualness and
appropriateness (Abraham, 2014). At the brain level, passive conceptual
expansion has been studied both via EEG (Kr€oger et al., 2013; Rutter
et al., 2012a,b) and fMRI (Abraham et al., 2012; Kr€oger et al., 2012;
Rutter et al., 2012a,b). On the other hand, research on active conceptual
expansion has assessed neural and cognitive correlates associated with
the generation of novel concepts. In a series of experiments, Green and
colleagues examined the neural basis of semantic conceptual expan-
sion—the ability to expand acquired conceptual structures to include
novel elements (Ward, 1994)—during a creative generation task (Green,
2016; Green et al., 2010, 2012). Across several studies, the authors found
that generating semantically distant concepts (measured via LSA) is
associated with activation of the frontopolar cortex (Green, 2016).
Together, a growing literature implicates the semantic system and brain
regions associated with semantic processing during performance on
creative thinking tasks.

3. Episodic memory and creative cognition

More recently, researchers have begun to investigate potential con-
tributions of episodic memory to creativity. The episodic system is
thought to be constructive: rather than simply reactivating a memory
trace as it was encoded, episodic memory retrieval involves recombining
episodic details (e.g., scenes and people) to reconstruct a past event
(Schacter and Addis, 2007). These flexible recombinatory processes are
also thought to support episodic future thinking—imagining a possible
future experience that has not yet occurred—by similarly retrieving and
combining elements of past experience.

A series of recent experiments examined whether the flexibility of the
episodic system may also be conducive to generating creative ideas.
Madore et al. (2015) assessed links between episodic retrieval and DT
using an episodic specificity induction (ESI; for review, see Schacter and
Madore, 2016). The ESI is an experimental procedure based on the
Cognitive Interview (Fisher and Geiselman, 1992) that induces an
episodic retrieval orientation by prompting participants to recall as much
episodic information as possible (people, places, and actions) about a
recent event (e.g., a short video clip). This method can reveal the extent
to which a cognitive process relies on episodic retrieval by comparing
performance on a task after receiving the ESI with performance after
receiving a control induction that does not involve episodic retrieval
(e.g., providing general impressions about the video; Madore et al., 2015;
Madore et al., 2016a,b; Madore et al., 2019). Madore and colleagues have
found that ESI increases the number of internal (episodic) but not
external (semantic) details on tasks requiring episodic retrieval and
future simulation, indicating that ESI selectively impacts episodic
retrieval processes (for detailed discussion of the logic of this approach,
see Schacter and Madore, 2016). Regarding creativity, the ESI has been
shown to selectively enhance performance on DT tasks by boosting the
number (fluency) and conceptual variability (flexibility) of responses
(Madore et al., 2015; Madore et al., 2016a,b). ESI is thought to affect
creative thinking by biasing episodic retrieval mechanisms, constructive
processes that facilitate the extraction and flexible recombination of
episodic elements in novel and useful ways (Madore and Schacter, 2016).

Further indirect support for the involvement of episodic retrieval in
creative cognition comes from neuroimaging research reporting
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contributions of regions within the default network. The default network
shows common engagement during episodic memory retrieval and
episodic future thinking, indicating that similar constructive processes
support both memory and imagination (Benoit and Schacter, 2015;
Schacter et al., 2007). Individual differences research has reported as-
sociations between DT and variation in the structure and function of
specific default regions (Beaty et al., 2018a; Beaty et al., 2019; Chen
et al., 2019; Jung et al., 2016). Neuroimaging experiments also implicate
core regions of the default network—such as the mPFC, medial temporal
lobe (MTL), and posterior cingulate cortex (PCC)—during creative task
performance, including studies of musical improvisation (Limb and
Braun, 2008), artistic drawing (Ellamil et al., 2012), metaphor produc-
tion (Beaty et al., 2017b; Benedek et al., 2014), and verbal DT (Beaty
et al., 2017a; Gonen-Yaacovi et al., 2013; Wu et al., 2015). However,
anatomically similar areas have equally been implicated in semantic
processing, so it is not clear whether these results reflect the engagement
of episodic memory or semantic memory.

Additional evidence for a role of episodic memory in creative
cognition comes from studies reporting activation within the MTL,
including the hippocampus and parahippocampal gyrus, during a crea-
tive thinking task (Ellamil et al., 2012). The MTL shows robust engage-
ment during tasks involving episodic memory retrieval and episodic
future thinking (for a recent review, see Schacter et al., 2017). According
to the constructive episodic simulation hypothesis (Schacter and Addis,
2007), the hippocampus and adjacent MTL structures support memory
and imagination via flexible re-combinatory processes involved in the
extraction and integration of episodic information to form coherent
representations about past and future events. Researchers thus hypoth-
esize that hippocampal activity during creative cognition may reflect
similar constructive processes as memory and imagination, consistent
with behavioral work linking episodic memory to enhanced creative
performance (Madore et al., 2015; Madore et al., 2016a,b).

Two recent studies provide more direct evidence for the contribution
of MTL/episodic memory to creative thinking (Beaty et al., 2018b;
Madore et al., 2019). Using the ESI procedure described above to activate
episodic retrieval mechanisms prior to DT during fMRI, Madore et al.
(2019) replicated the behavioral effect of ESI on DT (i.e., increased
fluency and flexibility of AUT responses) and found that this effect cor-
responded to increased activation in the left anterior hippocampus. Beaty
et al. (2018b) compared neural activity during episodic retrieval, future
imagination, and DT, and found that all three tasks activated the bilateral
hippocampus, compared to a semantic control condition (i.e., con-
structing a sentence with semantically-related words). These findings,
along with other recent work (Benedek et al., 2018; Marron et al., 2018),
have begun to shed light on specific memory-related processes associated
with neural activity during creative task performance.

4. The present research

Behavioral and neuroimaging research indicates that both episodic
and semantic retrieval play important roles in the generation of creative
ideas (Beaty and Schacter, 2018; Benedek and Fink, 2019). The
involvement of one or both of these memory processes in creative
thinking is illustrated in part by fMRI studies reporting activation within
regions of the default network, such as recent experiments using induc-
tion procedures to activate memory retrieval processes prior to idea
generation (Benedek and Fink, 2019; Madore et al., 2019). Importantly,
however, regions within the default network have been shown to support
either or both episodic and semantic memory retrieval (Kim, 2016). Thus
it remains unclear whether default activity during creative thinking tasks
reflects the involvement of episodic memory, semantic memory, or both.
Although memory induction studies have provided some insight into this
question (e.g., Madore et al., 2019), such inductions have been con-
ducted prior to fMRI, raising questions about the correspondence be-
tween induction- and generation-related brain activity.

In the present research, we aimed to provide greater clarity on how
3

these memory systems support creative cognition by directly comparing
neural activity during memory induction and subsequent idea genera-
tion. To this end, we employed representational similarity analysis
(RSA), a multivariate approach that can quantify the degree of similarity
(and dissimilarity) of neural activation patterns between experimental
tasks within brain regions of interest (Kriegeskorte et al., 2008). RSA has
been successfully applied to study both semantic and episodic memory
(Benoit et al., 2019; Clarke and Tyler, 2014; Fairhall and Caramazza,
2013; Xue, 2018). Here, we used a brief induction protocol that was
intended to prime either an episodic or semantic retrieval orientation
prior to DT on a trial-by-trial basis during fMRI. Specifically, we
compared the similarity of neural activation patterns during memory
induction and subsequent idea generation, which allowed us to identify
neural regions associated with each memory process during performance
on a creative thinking task.

5. Method

5.1. Participants

The total sample consisted of 28 young adults from the University of
North Carolina at Greensboro (UNCG; 20 females; mean age ¼ 23.36, SD
¼ 6.95). All participants were right-handed, native English speakers,
with normal or corrected-to-normal vision, and reported no history of
neurological disorder, cognitive disability, or medication that affects the
central nervous system. All participants provided informed consent prior
to completing study procedures. Five participants were excluded from
the fMRI analyses due to excessive head movement (x, y, z > 5 mm);
behavioral data from these participants was retained to increase statis-
tical power of the behavioral analysis. The study was approved by the
UNCG Institutional Review Board.

5.2. Memory inductions and creativity assessment

The experiment consisted of a series of memory inductions that pre-
ceded DT tasks. Half of the tasks consisted of “episodic induction” (EI)
trials and the other half consisted of “semantic induction” (SI) trials. In an
EI trial, participants were presented with a cue word (i.e., concrete ob-
jects; e.g., pen) and asked to use the word as a starting point to recall a
personal past event, elaborating with as much specificity and detail as
possible. This task is analogous to classic assessments of autobiographical
memory retrieval, where a cue word is presented and participants are
prompted to recall a specific past event (e.g., Addis et al., 2007), and it
resembles in some respects the ESI procedure used to induce an episodic
retrieval orientation in prior work (Madore et al., 2015; Madore et al.,
2019b; Madore et al., 2016a,b). In an SI trial, participants were presented
with a cue word, were required to generate a word that was closely
associated to it, and then used these two words to construct a short
sentence (Addis et al., 2007; Beaty et al., 2018b; Binder and Desai, 2011).
The task is comparable to the task demands of the EI (retrieving and
relating stored information) but requires semantic retrieval and inte-
gration. Participants were told to elaborate on the meaning of the cue
word if they completed their sentence before the end of the induction
phase (Beaty et al., 2018b).

Following the induction period for each condition, participants were
presented with another cue word (i.e., a common object) and asked to
think of a creative and unusual use for it, i.e., the AUT. The goal of the
induction procedure was to prime an episodic or semantic retrieval
orientation prior to divergent thinking to identify neural activity related
to semantic or episodic processing during the subsequent creativity task.
Before performing the task in the scanner, participants completed several
practice trials of both induction tasks and DT task.

An experimenter recorded participants’ verbal responses, which were
subsequently coded for creative quality via LSA. We used the one-to-
many comparison (freely available via the LSA website: http://lsa.colo
rado.edu/) with the default topic space of

http://lsa.colorado.edu/
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“General_Reading_up_to_1st_year_college” and “term to term” compari-
son type to compute LSA values. Previous studies have demonstrated the
validity of using LSA in creativity research (Kenett, 2019), including
studies reporting correlations with established creativity measures (e.g.,
creative achievement; Prabhakaran et al., 2014) and human creativity
ratings (Gray et al., 2019; Heinen and Johnson, 2018). Following recent
guidance on LSA for creativity assessment (Forthmann et al., 2018), we
removed stop words (e.g., “the”) from responses prior to computing
LSA-scores. The AUT cue word (e.g., cup) was used as the “main text” in
the LSA engine, and the AUT response for each trial was used as the “texts
to compare.” Semantic distance was computed by subtracting the LSA
values from 1 (i.e., semantic distance¼ 1-LSA; Prabhakaran et al., 2014).
The values were averaged within the respective induction condition
(episodic-AUT and semantic-AUT) to form composite variables for
analysis; here, greater semantic distance was interpreted as a more cre-
ative response (Hass, 2017b; Heinen and Johnson, 2018).
5.3. Procedure

Participants completed the fMRI task in two runs of a block design.
The blocks were counterbalanced across the sample, and all cue words
appeared in both inductions such that all participants generated an
episodic memory or sentence for the same cue words. Half of the in-
duction trials in each condition (episodic ¼ 30 trials; semantic ¼ 30
trials) presented the same cue word as in the subsequent AUT, and the
other half of induction trials presented a different cue word; the same and
different trials alternated within a block, and an equal number of same
and different trials were presented. The cue words are presented in
Supplementary Table 1 (total cue words ¼ 90). The purpose of this
procedure was to test for potential behavioral and neural differences
when using the same or different cue for induction and generation. Each
of the two runs consisted of 30 experimental trials. A block began by
presenting the induction condition (i.e., “Memory” for episodic and
“Sentence” for semantic; 5 s). Next, a cue was presented on the screen,
and participants were asked to use the cue to recall a past experience (i.e.,
Memory/EI) or to construct a sentence (i.e., Sentence/SI); they were
instructed to complete this task silently (14 s). Then, following a brief
fixation (3 s), participants were presented with another cue word and
asked to generate an alternate use for it (i.e., AUT; 12 s). Finally, a green
question mark appeared on the screen, and participants were asked to
verbally report their idea (5 s) into a MRI-compatible microphone
(Optoacoustics; Mazor, Israel; Beaty, et al., 2017a; Beaty et al., 2017b;
Benedek et al., 2014). To ensure compliance with the induction task,
participants were re-presented with the induction cues during a post-scan
behavioral assessment and asked to type brief summaries of their re-
sponses (Addis et al., 2007).
5.4. MRI data acquisition and preprocessing

Whole-brain imaging was performed on a 3T Siemens MagnetomMRI
system (Siemens Medical Systems, Erlangen, Germany) using a 16-chan-
nel head coil. BOLD-sensitive T2*-weighted functional images were ac-
quired using a single shot gradient-echo EPI pulse sequence (TR ¼ 2000
ms, TE ¼ 30 ms, flip angle ¼ 78�, 32 axial slices, 3.5 � 3.5 � 4.0 mm,
distance factor 0%, FoV¼ 192� 192mm, interleaved slice ordering) and
corrected online for head motion. The first two volumes were discarded
to allow for T1 equilibration effects. A high resolution T1 scan was ac-
quired for anatomic normalization. Imaging data were slice-time cor-
rected and realigned using the Statistical Parametric Mapping (SPM) 12
package (Wellcome Institute of Cognitive Neurology, London). Func-
tional volumes were co-registered, normalized to the MNI template brain
(Montreal Neurological Institute). Subsequently, these volumes were
spatially smoothed with a Gaussian kernel of 8 mm FWHM for univariate
analysis.
4

5.5. Univariate analysis

Before conducting RSA, we performed standard general linear model
(GLM) analyses to investigate brain activity associated with the two
memory inductions. At the subject-level, the onset of the two inductions
were modeled using a canonical hemodynamic response function, with
six motion parameters generated from realignment included as regressors
of no interest. Contrast images (EI> SI and SI> EI) from each participant
across two blocks were submitted to the second-level random effects for
group analysis. The two statistical maps were corrected using multiple
comparison correction with the cluster extent threshold (Slotnick, 2017;
Slotnick et al., 2003). Specifically, we conducted a Monte Carlo simula-
tion, with 10,000 iterations at the whole brain (64� 64� 32 voxels) and
8-mm full width at half maximum Gaussian kernel, yielding a voxel
threshold of p< .001, corrected for multiple comparisons to p < .05 with
a cluster extent threshold of 20 voxels. This step was used to generate a
combined induction mask used to constrain searchlight analysis to voxels
engaged during episodic and semantic processing.

5.6. Representational similarity analysis (RSA)

RSA was implemented in MATLAB (Mathworks) using the CoS-
MoMVPA toolbox (https://github.com/CoSMoMVPA; Oosterhof et al.,
2016). RSA was employed to test hypotheses about the similarity and
dissimilarity of neural activation patterns elicited by different inductions
and their correspondence to activation patterns recorded during subse-
quent idea generation on the AUT. Here, RSA included four steps: 1)
constructing a representational dissimilarity matrix (RDM) of conditions,
2) constructing a RDM of neural activity, 3) searchlight analyses, and 4)
group-level analyses.

First, a RDM of conditions was constructed via stimulus-wise pairs
(within each trail) for the two inductions, across two runs, for each
participant, corresponding to the expected dissimilarity between SI and
EI, as well as the subsequent AUT conditions (AUT following EI, EI-AUT;
AUT following SI, SI-AUT). This process results in a 120 � 120 matrix, in
which all conditions within one induction (e.g., EI & EI-AUT; SI & SI-
AUT) have a similarity coefficient of 0, whereas all conditions in a
different induction (e.g., SI & EI; SI-AUT & EI-AUT) have a dissimilarity
coefficient of 1. Second, trial-level beta maps were estimated for the two
induction conditions (EI and SI) and the two idea generation conditions
(EI-AUT and SI-AUT) using a first-level general linear model (GLM) of
unsmoothed fMRI volumes. All trials from the two runs were included in
the same design matrix, along with six head-motion parameters modeled
as nuisance variables. Each trial was estimated by a separate regressor
with respective onset time and duration. The RDM of neural activity was
calculated by subtracting the Pearson correlation from one across two
inductions and the subsequent AUT, within spherical searchlights of a 3-
voxel radius for each subject. Similar to the RDM of conditions, this
process results in a 120 � 120 matrix. Third, a searchlight method was
performed to compute similarity between the RDM of conditions and the
neural RDM. Here, only unique off-diagonal values of the matrices were
used to compute Spearman-rank correlations, and then the resulting
correlation coefficients were assigned to the voxel at the center of the
searchlight. Notably, the searchlight analysis was constrained to a com-
bined mask derived from the second-level contrast activation maps ob-
tained by group-level univariate analyses. This step results in a
representational similarity image for each subject. Finally, these images
were entered into a second-level (random effects) analysis using one-
sample t-tests to obtain the group statistical map. The group statistical
map was corrected for multiple comparisons by using a cluster-level
family-wise error (FWE, p < .05) correction with a primary voxel-level
threshold of p < .001 and a minimum cluster size of at least 20 voxels.

To test the similarity (correlation) between the induction-AUT con-
dition pairs, we extracted the activation signal for each condition in the
individual-level beta maps within each region that survived FWE
correction in the group statistical map. Then, a paired correlation



Fig. 1. Combined induction mask used to constrain searchlight analysis to
voxels activated during episodic and semantic processing
Notes. The above mask was created by binarizing and combining the statistical
maps for episodic > semantic (yellow) and semantic > episodic (blue). The two
statistical maps were thresholded at p < .001 cluster extent with a minimum of
20 voxels.

Table 1
RSA results for the two AUT conditions (EI-AUT and SI-AUT) conducted within
the searchlight mask (EI > SI U SI > EI).

Regions Hem MNI coordinates t-
value

cluster
size

x y z

Middle Temporal Gyrus L �54 �8 �26 7.11 53
Medial Prefrontal Cortex R 2 42 �12 8.66 259
Insula R 36 20 0 6.59 112
Inferior Frontal Gyrus R 34 50 12 6.96 267
Dorsolateral Prefrontal
Cortex

L �48 4 22 9.43 402

Posterior Cingulate Cortex/
Precuneus

R 14 �58 22 7.73 968

Inferior Frontal Gyrus L �40 40 20 6.43 155
Angular Gyrus L �44 �64 26 7.43 114
Inferior Parietal Lobule
(anterior)

L �26 �56 38 6.94 329

Inferior Parietal Lobule
(posterior)

L �38 �40 42 7.36 63

Inferior Parietal Lobule R 32 �46 42 11.33 370
Dorsolateral Prefrontal
Cortex

R 50 14 42 6.51 41

Parahippocampal Cortex L �28 �34 �14 5.7 49

Notes. Results are reported at a statistical threshold of p < .05, FWE-corrected for
multiple comparisons at voxel level with cluster threshold of 5 voxels. AUT ¼
alternate uses task; EI ¼ episodic induction; Hem ¼ hemisphere; L ¼ left; R ¼
right; SI ¼ semantic induction.
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analysis (e.g., EI&EI-AUT) was used to compute the similarity across the
two paired-conditions for each subject. Subsequently, second-level
paired-sample t-tests were applied to explore these differences across
all regions. To control false-positive, the p-values of multiple pairwise t-
tests were corrected for multiple comparisons using a false discovery rate
(FDR) with a threshold of p < .05 (Benjamini and Hochberg, 1995). In
addition, the same analyses were employed to all possible pairwise
conditions (i.e., EI & EI-AUT, SI & EI, SI & EI-AUT, SI & SI-AUT, EI &
SI-AUT, and SI-AUT & EI-AUT) to investigate patterns of similarity and
dissimilarity across the two inductions and corresponding idea genera-
tion periods.

6. Results

6.1. Behavioral data

To assess performance on the episodic (EI) and semantic (SI) induc-
tion tasks, we examined response rates for each induction task during the
post-scan behavioral assessment, which asked participants to recall the
memories and sentences they produced in the scanner for the episodic
and semantic induction conditions, respectively. Consistent with past
work (Beaty et al., 2018b), participants were able to recall a majority of
their responses to the induction prompts during the post-scan session for
both the episodic (M ¼ 89.05%, SD ¼ 14.51%) and semantic (M ¼
83.93%, SD ¼ 17.02%) conditions, with episodic recall performance
slightly higher than semantic recall, t(27) ¼ 2.22, p ¼ .04.

Next, we assessed whether EI and SI differentially affected the crea-
tive quality of AUT responses by averaging the semantic distance values
for the two AUT conditions (i.e., EI-AUT and SI-AUT). Paired-sample t-
tests revealed that semantic distance values were significantly larger
following semantic (M¼ 0.84, SD¼ 0.04) than episodic (M ¼ 0.81, SD¼
0.04) induction, t(27) ¼ 3.11, p ¼ .004, thus indicating that semantic
induction increased the novelty of AUT responses. Note that, because
participants only generated a single response to each AUT trial, we could
not test induction effects on fluency and flexibility, which have been
shown to increase following episodic induction (Madore et al., 2019;
Schacter and Madore, 2016). We also tested whether using the same cue
for induction and generation affected the semantic distance of AUT re-
sponses. Paired-sample t-tests revealed no significant difference between
AUT trials using the same or different cues, indicating that the effect of
induction was specific to activating the process of retrieval, not the content
of memory per se. Because no such difference was found at the behavioral
level, we collapsed the same and different cue trials across conditions for
the following fMRI analyses.

6.2. Representational similarity

First, we report results from the univariate analysis (p< .001, k� 20)
of the two induction conditions (EI > SI U SI > EI) which was conducted
to form the RSA searchlight mask (see Supplementary Fig. 1). Note that
this analysis does not test for common activation of these regions (i.e., a
conjunction analysis)—it simply provides a combined mask for the sub-
sequent RSA.

As shown in Fig. 1, the combined mask included several regions
within temporal-parietal cortex, including right inferior parietal lobule
(IPL), two clusters within left IPL (anterior and posterior), left angular
gyrus (ANG), and left middle temporal gyrus (MTG). The combined mask
also included clusters within prefrontal cortex, including bilateral infe-
rior frontal gyrus (IFG), dorsal lateral prefrontal cortex (DLPFC), and
right insula, as well as several regions within the core subsystem of the
default network, including posterior cingulate cortex (PCC), medial
prefrontal cortex (mPFC), and left parahippocampal gyrus. In the uni-
variate analyses, we found activity in PCC, mPFC, left AG, left MTG, and
left parahippocampal gyrus when contrasting the episodic against the
semantic induction. In contrast, semantic induction recruited activity in
bilateral IFG, bilateral IPL, bilateral DLPFC, and right insula compared to
5

episodic induction (see Supplemental Fig. 1). Note that core default re-
gions (e.g., parahippocampal gyrus) were more strongly engaged in the
univariate contrast Episodic > Semantic, whereas classic language/ex-
ecutive control regions (e.g., IFG; Fedorenko et al., 2013) were more
strongly engaged in the contrast Semantic > Episodic, consistent with
past studies (Benoit and Schacter, 2015).

We then employed searchlight analysis within the combined mask to
identify regions that were most informative in distinguishing stimulus-
wise similarity across the two induction conditions (see Table 1 and
Fig. 2). Results revealed several smaller clusters within the larger com-
bined mask, primarily within lateral parietal (e.g., bilateral IPL, left AG),
midline (mPFC, PCC), lateral frontal (IFG, DLPFC), and subcortical re-
gions (left parahippocampal gyrus).



Fig. 2. Searchlight analysis within the combined induction mask during the two
divergent thinking conditions
Notes. aIPL ¼ anterior inferior parietal lobe; ANG ¼ angular gyrus; DLPFC ¼
dorsolateral prefrontal cortex; IFG ¼ inferior frontal gyrus; INS ¼ insula; par-
aHPC ¼ parahippocampal cortex; PCC ¼ posterior cingulate cortex. This map
was corrected for multiple comparisons using a family-wise error (FWE)
correction at a corrected threshold of p < .05 and with a minimum of 20 voxels.

Table 2
Paired sample t-test on the ROI-based RSA activation similarity contrasting SI-
AUT and EI-AUT (SI-AUT > EI-AUT) conducted within the searchlight mask.

ROI t-value p-value

Medial Prefrontal Cortex 1.91 .069
Posterior Cingulate Cortex 3.34 .005
L Angular Gyrus 2.59 .017
L Dorsolateral Prefrontal Cortex 1.84 .08
L Inferior Frontal Gyrus 1.88 .073
L Posterior Inferior Parietal Lobe 0.26 .795
L Anterior Inferior Parietal Lobe 2.46 .022
L Middle Temporal Gyrus 1.85 .078
L Parahippocampal Cortex �2.79 .009
R Inferior Frontal Gyrus �0.56 .581
R Insula 1.29 .212
R Inferior Parietal Lobe �2.46 .023
R Dorsolateral Prefrontal Cortex 0.71 .487

Notes. Results were corrected for multiple comparisons using a false discovery
rate (FDR) at a corrected threshold of p < .05. AUT ¼ alternate uses task; EI ¼
episodic induction; L ¼ left; R ¼ right; SI ¼ semantic induction.
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Having identified relevant clusters, we then conducted an ROI-based
activation similarity analysis for the two induction conditions (i.e., EI and
SI) and two generation conditions (i.e., EI-AUT and SI-AUT) using a
paired-sample t-test corrected for multiple comparisons (p < .05, FDR;
Table 2 & Fig. 3). Compared to episodic induction and subsequent gen-
eration, we found that neural activity patterns during semantic induction
and subsequent generation were more similar within two core default
regions—left AG (t ¼ 2.59, p ¼ .017) and PCC (t ¼ 3.34, p ¼ .005)—as
well as the left anterior IPL (t ¼ 2.46, p ¼ .022). Compared to semantic
induction and subsequent generation, we found that neural activity
patterns during episodic induction and subsequent generation were more
similar within the left parahippocampal gyrus (t ¼ 2.79, p ¼ .009) and
Fig. 3. ROI-based similarities between divergent thinking following semantic induc
Notes. aIPL ¼ anterior inferior parietal lobe; ANG ¼ angular gyrus; AUT ¼ alternate u
inferior frontal gyrus; INS ¼ insula; paraHPC ¼ parahippocampal cortex; PCC ¼ poste
t-tests were corrected for multiple comparisons using a false discovery rate (FDR) w
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right IPL (t ¼ 2.46, p ¼ .023). For completeness, we report all other
comparisons across inductions and generation in the Supplemental In-
formation (see Fig. S2).

7. Discussion

The present research aimed to identify neural activity associated with
semantic and episodic processing during creative cognition. To this end,
we induced a semantic or episodic retrieval orientation prior to perfor-
mance on an alternate uses task. Using RSA, we identified multivoxel
patterns of neural activity associated with semantic and episodic pro-
cessing during DT. Compared to episodic induction, we found that se-
mantic induction and subsequent generation were characterized by
increased pattern similarity within the left AG, left IPL, and PCC, indi-
cating that these regions contributed to semantic processing during the
AUT. Conversely, compared to semantic induction, episodic induction
and generation were marked by increased pattern similarity within the
left parahippocampal gyrus and right IPL, further suggesting common
tion and episodic induction
ses task; DLPFC ¼ dorsolateral prefrontal cortex; EI ¼ episodic induction; IFG ¼
rior cingulate cortex; SI ¼ semantic induction. The p-values of multiple pairwise
ith a threshold of p < .05. * - p < .05. ** - p < .01.
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cognitive processing during these two conditions related to episodic
processing. Taken together, these findings shed light on the neural basis
of semantic and episodic processing during DT by revealing contributions
of specific regions within the default network and other memory-relevant
brain regions to creative idea production.

Our study extends neuroimaging research on the roles of semantic
and episodic memory in creative cognition. Although several studies
have previously reported activation within brain regions associated with
memory retrieval—for example, within regions of the default net-
work—the extent to which these activations reflected semantic or
episodic processing remained unclear because the same regions can
support both types of memory retrieval (Kim, 2016). On the one hand,
the PCC, for instance, shows robust engagement during episodic retrieval
of autobiographical memories (Benoit and Schacter, 2015). However,
meta-analyses of fMRI studies on semantic processing find the PCC
among the most consistently activated brain regions (Binder and Desai,
2011). The present findings provide some clarity on the role of PCC in
creative cognition by demonstrating greater neural pattern similarity
during DT and a canonical semantic task (i.e., sentence construction)
compared to a task involving episodic memory (i.e., autobiographical
retrieval). Given the PCC’s role as an associational hub involved in
complex semantic integration—and the demands of the induction task to
generate and integrate semantic information—the PCC may support
similar processes known to be relevant for creative cognition (Abraham,
2018). Likewise, we also found that neural activity within left
AG—which is associated with both episodic and semantic processing
(Binder and Desai, 2011; Kim, 2016)—was more similar during semantic
induction and subsequent generation than compared to episodic coun-
terparts. The left AG has been consistently implicated in both activation
(Gonen-Yaacovi et al., 2013) and connectivity analyses (Beaty et al.,
2019) of DT, likely due to its role in complex semantic processing (Binder
and Desai, 2011).

Regarding episodic effects, we found that episodic induction and
subsequent generation shared common activity patterns within the left
parahippocampal gyrus. Activation of the parahippocampal gyrus has
been reported across several tasks requiring creative performance,
including DT (Benedek et al., 2018), novel metaphor production (Bene-
dek et al., 2014), and creative drawing (Ellamil et al., 2012). Moreover, a
recent study contrasting neural activity during episodic retrieval, future
imagination, and DT found common engagement within the para-
hippocampal gyrus (Beaty et al., 2018b). As a region within the medial
temporal system of the default network (Andrews-Hanna et al., 2010),
the parahippocampal gyrus contributes to constructive processes rele-
vant to the flexible retrieval and integration of episodic representations
(Schacter and Addis, 2007). Thus, common engagement of the right
parahippocampal gyrus during episodic induction and subsequent idea
generation may reflect common cognitive processes relevant for episodic
simulation, such as scene construction (Hassabis and Maguire, 2009).

The current work extends behavioral and neuroimaging research on
episodic induction and DT. Madore et al. (2015) provided the first
behavioral evidence that episodic induction can improve the fluency and
flexibility of responses generated on the AUT, a finding that was subse-
quently replicated in a sample of older and younger adults (Madore et al.,
2016a,b). A recent fMRI study replicated and extended these behavioral
effects, finding that enhanced DT performance corresponded to increased
activation within the left anterior hippocampus (Madore et al., 2019).
Here, we extend this line of research by directly comparing neural ac-
tivity during induction and generation, demonstrating neural pattern
similarity during induction and subsequent generation within the right
IPL and left parahippocampal gyrus. Notably, the left parahippocampal
gyrus cluster peak found in the present study (x ¼ �28, y ¼ �34, z ¼
�14) is anatomically close to a previous study of future imagination by
Madore et al. (2016a,b), who found that episodic induction increased
activity within left parahippocampal gyrus (x¼ �24, y¼ �34, z¼ �14).

It is important to note that the episodic induction employed in the
current study differed in some respects from the ESI used in a majority of
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past work (Madore et al., 2015; Madore et al., 2019). Whereas our study
presented memory cues and prompted participants to recall a personal
past event—a task that is widely used in the autobiographical memory
literature—prior ESI/DT studies (e.g., Madore et al., 2015; Madore et al.,
2016a,b) used a more extensive procedure that involved
experimenter-guided recall of a recently-experienced event (e.g.,
watching a video), a protocol that is based on the classic cognitive
interview developed to promote the accuracy and detail of eye-witness
testimony (but see Madore et al., 2019b for a modified induction com-
parable to the current approach). Despite these procedural differences,
the current study provides clarity on the contribution of brain regions
that are known to support episodic retrieval with those previously acti-
vated in neuroimaging studies of DT (e.g., parahippocampal gyrus). We
suspect that activation of such regions within then medial temporal lobe
may reflect the involvement of constructive episodic retrieval processes,
such as those involved in scene construction (Madore et al., 2019a).
Recently, Madore et al. (2019a) found that episodic induction impacts
the amount of detail generated on a scene construction task, including
spatial, sensory, and action details. Taken in the context of the current
study and related recent work, one possibility is that engaging the
episodic system prior to DT facilitates mental imagery processes,
consistent with evidence implicating mental imagery in creativity (Pal-
miero et al., 2016).

At the behavioral level, we found that semantic induction increased
the semantic distance of AUT responses (assessed via LSA) relative to
episodic induction. Related research has shownmixed effects of semantic
induction on creative cognition by priming related or unrelated concepts
prior to creative task performance. For example, Beaty et al., 2017a
found that studying noun-verb pairs yielded decreased semantic distance
for the studied nouns on a subsequent verb generation task, compared to
generating verbs to nouns that had not been previously studied. Likewise,
when participants are shown prototypical examples prior to a drawing
task, past work has shown that they tend to conform to the examples and
produce less original drawings (Ward et al., 1995). On the other hand,
Fink and colleagues found that exposing participants to common ideas of
others prior to subsequent idea generation led to more original responses
(compared to exposure to meaningless words; (Fink et al., 2010; Fink
et al., 2012). Notably, the extent to which activating prior knowledge
constrains or facilitates creative production appears to rely in part on
stimulus modality, with visual stimuli found to bemore constraining than
verbal (Chrysikou et al., 2016).

Although activating existing knowledge and salient exemplars can
constrain creativity, the biasing of task-relevant retrieval mechanisms has
been shown to facilitate aspects of creative performance. In the episodic
domain, an increasing number of studies have found that biasing episodic
retrieval mechanisms via experimental induction increases the fluency
and flexibility of responses on the AUT (Madore et al., 2015; Madore
et al., 2016a,b; Madore et al., 2019). This work suggests that activating
relevant retrieval mechanisms—and not the content of episodic memory,
per se—can improve performance on tasks that require these memory
processes. Our study provides further evidence that memory inductions
can activate relevant memory retrieval processes without necessarily
priming memory content and influencing subsequent idea generation.
Specifically, we found that using the same cue across induction and
generation did not affect behavioral performance (i.e., semantic distance
of subsequent AUT responses) nor corresponding neural activity, sug-
gesting that priming the same cue word—across episodic and semantic
conditions—may not impact the quality of ideas. This null effect should
be interpreted tentatively, however, until further work has been con-
ducted to examine whether cue effects impact other aspects of creative
performance, such as fluency, which could not be assessed in our
single-response design.

Importantly, the current study used a modified version of the episodic
induction employed in past work, which involves a semi-structured
interview guided by an experimenter to encourage maximal episodic
retrieval. Moreover, past work has found benefits of episodic induction
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on fluency and flexibility—AUT metrics that could not be assessed due to
the single-response aspect of our experimental design. Regarding se-
mantic induction, however, we do provide novel evidence that activating
the semantic system via a seemingly unrelated task (i.e., sentence con-
struction) can benefit subsequent creative performance by increasing the
semantic distance of AUT responses. Considered in the context of recent
work on episodic induction (Madore et al., 2015, 2016a,b), these findings
provide preliminary evidence for a dissociation of episodic and semantic
processing in DT: episodic induction may promote idea quantity—based
on the work of Madore and colleagues showing increases in idea quantity
(but not quality) following episodic induction—while semantic induction
may promote idea quality (originality or semantic distance), based on the
current findings. Another possibility is that LSA scoring is more sensitive
to effects of semantic induction compared to episodic induction, given
the algorithm’s intended purpose to detect semantic similarities. These
interpretations remain tentative, however; future work is required to
determine how and when semantic retrieval facilitates creative
cognition.

8. Summary, limitations, and future directions

The present study identified neural activity uniquely associated with
episodic and semantic processing during DT, providing some insight into
the cognitive contributions of brain regions within the default network to
creative idea production. Future research could extend this work by
determining the specific features of the episodic and semantic processes
that support different aspects of creative cognition—such as scene con-
struction or semantic integration—and the corresponding neural systems
that underpin these cognitive operations. This approach can address
open questions regarding how and when different memory processes
benefit and constrain creative thought processes. It is worth noting,
however, that there are various differences between the episodic and
semantic inductions. Specifically, the episodic induction may also evoke
more sensory retrieval, because it instructed participants to recall more
details. The semantic induction may include additional syntactic de-
mands by asking for sentence production. Future research should
consider these differences in task characteristics when designing exper-
imental induction procedures.

Notably, our induction procedure relied on brief post-scan reports of
responses generated during the induction phases in the scanner. The
brevity of such responses, and the potential loss of episodic/semantic
detail from delayed recall, limits our ability to draw conclusions about
the correspondence between memory content and idea generation.
Relatedly, we found that the episodic condition showed better post-scan
recall, while the semantic condition led to more divergent responses. It is
possible that these aspects of the tasks explain some of the differences in
their neural loci. We encourage future work to take a closer look at how
memory content and retrieval processes differentially impact the quan-
tity and quality of generated ideas.

In a similar vein, future research should continue to explore the po-
tential of memory inductions to augment different aspects of creative
performance. Although we found that semantic induction yielded
increased originality of DT responses (as indexed via LSA) and prior work
reported benefits of episodic induction for ideational fluency (Madore
et al., 2015; Madore et al., 2019), the specific features of memory in-
ductions that support creative cognition require further clarification,
particularly in light of recent work showing that not all inductions pro-
duce beneficial effects on creative performance (Abraham et al., 2019).
Finally, further research is needed to examine how other relevant brain
systems, namely the executive control network and the salience network,
interact with the default network (and related episodic and semantic
processes) during DT—a pattern of functional connectivity that is
commonly associated with creative performance (Beaty et al., 2015;
Beaty et al., 2018a). Overall, we believe that such questions can be
addressed with the tools of cognitive neuroscience by combining
nuanced experimental designs with powerful analytical approaches (e.g.,
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network science) to probe the complex neural dynamics that give rise to
the production of creative thoughts.
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